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Abstract—In recent years, deep learning methods have empowered 
the fault detection of train transmission systems (TTS). However, 
the existing methods require a large number of fault samples, 
which are often difficult to obtain in TTS. In order to address the 
challenge, we propose a parallel relation network (PRN) for fault 
detection of TTS. The PRN method uses residual shrinkage 
network to extract the effective features from input samples and 
then form feature pairs to describe the relationship between the 
samples. Finally, Kolmogorov-Arnold networks (KAN) is used to 
assess the health states of the samples. In addition, we generate 
different auxiliary sample libraries to enhance the model's ability 
to extract features inherent to the health state. In experiments, we 
verified the feasibility of the PRN method, which achieved more 
than 98% accuracy and recall in different fault states of TTS. 

Keywords-fault detection; train transmission systems; residual 
shrinkage network; Kolmogorov-Arnold networks; relation network 

I. INTRODUCTION 

The train transmission System (TTS) plays an important role 
in the proper operation of a train, and have a direct impact on a 
train’s performance, efficiency and reliability. TTS often works 
in harsh and challenging environments characterized by high 
temperatures, high humidity and dusty tunnel interiors. As a 
result, the risk of unforeseen system failures increases. Therefore, 
fault detection techniques are instrumental in ensuring the 
reliability and safety of TTS operations. 

Recently, deep learning (DL) is widely applied for fault 
detection due to its capacity of autonomously extracting 

pertinent information from input samples [1-3]. A significant 
advantage of the fault detection methods based on DL is that 
they have low requirements on the fault occurrence mechanism, 
and they can be effective as long as the amount of data is 
sufficient. Hence, these methods have garnered considerable 
interest due to the growing availability of data [4-7]. However, 
an obvious disadvantage of DL-based fault detection methods is 
that they require a large amount of fault data. TTS operate in a 
healthy state the vast majority of the time because they are 
regularly maintained. Thus, obtaining fault samples are 
extremely difficult. This severely limits the application of DL 
fault detection methods to TTS. 

To address the above issue, research scholars have attempted 
to apply transfer learning (TL) to the fault detection of 
mechanical equipment. TL trains the model using the source 
domain data and transfers the model to the target domain data. 
The fault data in the source domain is easy to obtain, which 
overcomes the limitation that fault samples in the target domain 
are difficult to obtain [8-10]. Guo et al. [11] combined TL with 
a domain classifier, which significantly improved the fault 
detection accuracy of certain mechanical equipment. Although 
TL-based fault detection methods have showed excellent results 
in the case of insufficient fault samples, they exhibit the 
following limitations. 

1) TL-based fault detection methods require high correlation 
of fault data in the source and target domains. However, in 
practical application environments, it is often difficult to obtain 
such demanding source domain data. 
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2) While these methods do not need the labels of fault 
samples in the target domain, the fault data in the source domain 
must have the same fault types as the data in the target domain.  
So, this method is not essentially a direct solution to the lack of 
fault samples, but a transformation of the domain. 

3) Existing fault detection methods can just determine 
whether the system is malfunctioning or not, but cannot further 
locate where the fault occurred. 

To address these challenges, we propose a novel method 
called the parallel relation network (PRN) for fault detection and 
localization of TTS with zero-fault samples. In this method, we 
first utilize residual shrinkage networks (RSN) to reduce the 
noise in the input signal and mine meaningful features. Then, 
feature pairs are created to capture the relationship of the health 
and other states. Finally, Kolmogorov-Arnold relation networks 
(KARN) are employed to assess relations among these pairs, 
facilitating type evaluation. In addition, to enhance the 
robustness and reliability of health feature extraction, we 
constructed an auxiliary sample library (ASL). This PRN 
method effectively detects and locates faults in the system's 
state-to-state configuration even there are no faulty samples, 
which reduces the reliance on existing detection methods' 
dependency on fault data. 

The structure of this paper is as follows. Section I serves as 
an introduction. Section II provides a comprehensive description 
of the proposed method, PRN. Section III shows the 
experimental outcomes and associated discussions. 

II. METHODOLOGY 

A. Overview of the proposed method 

For more accurate detection and precise positioning, we 
constructed three parallel models to detect faults at each of the 
three components of the TTS. The PRN method aims to achieve 
fault detection and positioning by acquiring data from healthy 
instance samples, denoted as 𝐷ு . It is presumed that the TTS 
encompasses three pivotal monitoring sites, each equipped with 
respective sensors to track their status. The dataset for training 
encompasses the healthy instance samples 𝐷ு  of the TTS and 
the ASL 𝐷஺. The 𝐷ு  (𝐷ு

ଵ , 𝐷ு
ଶ , 𝐷ு

ଷ ) consist of data gathered from 
three distinct sensors. The ASL 𝐷஺ consists of two parts of data. 
One part of ASL comes from other devices’ fault data by 
Paderborn University [12], in which  𝐷ௗ

ଵ, 𝐷ௗ
ଶ, … 𝐷ௗ

௡  indicate n 
different fault types. This part of ASL will be used in all 
components. The other part of the sample library was generated 
by the soft Brownian offset method [13] based on the three 
components corresponding to each of them. 𝐷௢

ଵ, 𝐷௢
ଶ, 𝐷௢

ଷ 
represent the sample libraries generated according to different 
components. In the training stage, the different components only 
need to be trained using their respective generated 𝐷௢

௡ . We 
showed the architecture of PRN in Fig.1, which consists training 
and testing stages. 

During the training stage, through CWT (continuous wavelet 
transform), health samples 𝐷ு  are change into time frequency 

images. Images are inputted into the module RSN 𝜃  to mine 
useful features in three channels for different components. RSN 
outputs both inputs 𝐷ு  and  𝐷஺  as features 𝑔෤௛(𝑔෤௛

ଵ , 𝑔෤௛
ଶ, 𝑔෤௛

ଷ ) and 
𝑔෤௔ (𝑔෤௔

ଵ , 𝑔෤௔
ଶ, 𝑔෤௔

ଷ ). Next, health and anomaly samples 𝑔෤௔
௡  and 𝑔෤௛

௡ 
are spliced into feature pairs 𝑔௔

௡ to obtain unique characteristics 
of health state. Healthy features are also spliced into 𝑔௛

௡  to 
describe common characteristics of health state. At last, through 
the KARN 𝐺ఏ  to which our feature pairs transmit, we get 
relation scores matrix 𝑅௉

ଵ , 𝑅௉
ଶ , 𝑅௉

ଷ  in the range of 0 to 1 to 
describe the similarities between health and fault states. Higher 
scores mean more relevance. We calculate three losses by 
aiming for true relation scores 𝑅்

ଵ , 𝑅்
ଶ , 𝑅்

ଷ  of which the value is 
0 or 1 on different components. The metric function 𝐹(𝑥, 𝐷ு

௡ , 𝜃) 
used in training are defined as following: 

𝐹(𝑥, 𝐷ு;  𝜃) = ቐ

𝐹(𝑥,  𝑋ு
ଵ )ଵ

𝐹(𝑥,  𝑋ு
ଶ)ଶ

𝐹(𝑥,  𝑋ு
ଷ)ଷ

→ ቐ

𝑟௫,௑ಹ
భ

𝑟௫,௑ಹ
మ

𝑟௫,௑ಹ
య

→ ቐ

(𝐶ு  𝑜𝑟 𝐶஺)ଵ

(𝐶ு  𝑜𝑟 𝐶஺)ଶ

(𝐶ு  𝑜𝑟 𝐶஺)ଷ

       (1)  

where 𝑥 and 𝑋ு
௡ form the feature pairs. 𝜃 is the parameter to be 

learned in the PRN. (𝐶ு  𝑜𝑟 𝐶஺)௡ indicates the health state of the 
n-th component. 𝐶ு  is health state and 𝐶஺ is fault state. 

Then, in the testing stage, historical health data and online 
monitoring data 𝐷௢௡௟௜௡௘(𝐷௢௡௟௜௡௘

ଵ , 𝐷௢௡௟௜௡௘
ଶ , 𝐷௢௡௟௜௡௘

ଷ )  from three 
sensors are used to evaluate models’ performance. With the three 
models already trained, we obtain relation scores (𝑟௑೚೙೗೔೙೐

೙ , ௑ಹ
೙) 

for each online monitoring sample between online and historical 
health samples. The type of sample is determined by health 
boundary score (HB) as following expressions: 

ቊ
Health   𝑟௑೚೙೗೔೙೐

೙ , ௑ಹ
೙ ≥ 𝐻𝐵

Fault    𝑟௑೚೙೗೔೙೐
೙ , ௑ಹ

೙ < 𝐻𝐵
                           (2) 

B. PRN structure 

The PRN structure comprises of four modules: CWT module, 
RSN 𝑭ణ  module, feature concatenation module and KARN 
𝑮ఏ module. 

Firstly, the raw data is converted to 2-dimensional time-
frequency images by CWT in order to get multi-scale 
information about the health feature [14]. The formula of 
wavelet transform is defined as: 

𝑊𝑇௙(𝑤, 𝜏) = |𝑤|ିଵ/ଶ ∫ 𝑓(𝑡)
ାஶ

ିஶ
𝜑 ቀ

௧ିఛ

௪
ቁ 𝑑𝑡          (3) 

where 𝑤 and 𝜏 represent the scale and offset. 𝑓(𝑡) denotes the 
vibration signal, 𝜑(∙) denotes a wavelet basis function. 

Then, the RSN 𝑭ణ is designed to extraction the high-quality 
features by itself from time-frequency images[15]. Unlike 
ResNets, RSN 𝑭ణ  adds a soft threshold as a nonlinear 
adjustment layer. This layer effectively removes noise-related 
information, thereby extracting meaningful features. The 
method of the soft threshold is provided by 

𝑦 = ൝
𝑥 − 𝜏       𝑥 > 𝜏
    0         − 𝜏 ≤ 𝑥 ≥ 𝜏
𝑥 + 𝜏        𝑥 < 𝜏

                       (4) 
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Figure 1.  The architecture of the PRN method. 

where x represents input features and y represents output 
features, τ represents the threshold value. The soft threshold 
ensures that negative features are set to zero, preserving valuable 
features and attenuating unhelpful ones. This method effectively 
prevents gradient vanishing and exploding issues, as the 
derivative of the output is constrained to values of either 1 or 0.  

Next, in order to describe the similarity of features between 
samples, we established the concept of sample pairs. In the 
feature concatenation module, features from different source 
samples are concatenated together as sample pairs of which the 
expression is: 

൜
𝑔௔

௡ = [g෤௛
௡ , g෤ ௔

௡]

𝑔௛
௡ = [g෤௛

௡ , g෤ ௛
௡]

                                      (5) 

where [∙,∙] means the operation of concatenation. Health and 
anomaly samples are used to learn the unique characteristics 
while health samples are used to learn common characteristics. 
By analyzing the relationship between sample pairs, we can 
quantify the similarity between known and unknown samples. 
This helps to improve the accuracy of our fault detection under 
zero-sample conditions. 

Finally, in the KARN module, we use Kolmogorov-Arnold 
Networks (KAN) to serve as relation networks. KAN is an 
innovative neural network architecture that proposes an 
alternative to the traditional multilayer perceptron (MLP). The 
core feature of KAN is that it places learnable activation 
functions at the edges of the network instead of at the traditional 
nodes, and each weight parameter is replaced by a univariate 
function, usually parameterized in the form of a spline function. 
This design not only improves the expressive power of the model, 
but also enhances its interpretability. KAN demonstrates 
excellent performance in tasks such as data fitting and partial 
differential equation solving, outperforming MLPs in accuracy 
and interpretability. In addition, KAN's neural scaling law shows 
the advantage of a faster decline of the test loss as the parameter 

is increased. The KAN's localized spline function also helps to 
avoid the catastrophic loss that occurs in the process of 
continuous learning. learning process, where catastrophic 
forgetting occurs [16]. These features make KAN have great 
potential for application in scientific research and provide a new 
direction for the development of fault detection techniques. 

III. EXPERIMENT AND DISCUSSION 

A. Dataset 

The datasets used in our experiment are provided by the State 
Key Laboratory of Advanced Rail Autonomous Operation of 
Beijing Jiaotong University[17]. Fig.2 shows the test bed. The 
test bed is based on a real metro bogie scaled down and adjusted 
to a 1:2 ratio. Two types of signals, three-way vibration and 
three-phase current, were acquired with a sampling frequency of 
64 kHz for each channel. The length of each sample is 64000. 
We selected three components (motor, gearbox, left axle box) to 
be tested for our model and have three fault types for each 
location. The detailed fault types are shown in TableⅠ. We 
obtained 2000 samples for each component in health state and 
1000 samples for each fault. Every sample included 2048 data 
points. Training dataset and validation dataset include 800 and 
200 health samples in training stage. Testing dataset includes 
1000 health samples and 1000 fault samples. 

 

Figure 2.  Test bed of train transmission systems. 
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TABLE I.  HEALTH STATE IN COMPONENTS  

Component Label Health State 

Motor 

M0 Normal condition 
M1 Short circuit 
M2 Broken rotor bar 
M3 Bearing fault 

Gearbox 

G0 Normal condition 
G5 Bearing inner race fault 
G6 Bearing outer race fault 
G7 Bearing rolling element fault 

Left axle box 

LA0 Normal condition 
LA1 Bearing inner race fault 
LA2 Bearing outer race fault 
LA3 Bearing rolling element fault 

B. Results and discussion 

We trained the PRN model by Adam optimizer. The learning 
rate and batch size were set to 0.001 and 8, respectively.  

Fig. 3 visualizes the trend of losses during training. We 
recorded the loss changes of the three parallel models over 1000 
epochs and found that the PRN converged extremely fast, to a 
very low level around the 100th epoch and has remained low 
since then. However, at the same time, we also found that despite 
using parallel models, the training process at different locations 
showed large differences. The motor has a very smooth training 
process, but the rest of the components, especially the left axle 
box, show more severe loss oscillations throughout the training 
process. This suggests that for different objects, our model still  

 

Figure 3.  The training process of the PRN model. 

needs to improve its generalization ability to make the training 
smoother and more reliable. 

Fig.4 shows the test results of the effect of HB on accuracy 
and standard deviation (std). The HB ranges from 0.9 to 0.99 and 
is determined using the validation dataset. Ten trials are 
conducted for each HB. We find that when the HB reaches 0.98, 
the accuracy of all three components decreases substantially. 
Two of the components, the motor and the gearbox, both exhibit 
over 99% accuracy from 0.9-0.98, while the left axle box 
component shows a decreasing trend with increasing HB. std 
overall rises with decreasing accuracy, but it also largely stays at 
a lower level. Through testing it was concluded that 0.9-0.93 was 
the optimal range for HB. 
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Figure 4.  Fault detection accuracy under different HB scores, a) gearbox; b) left axle box: c) motor. 
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Figure 5.  Fault detection results of the RRN. a) accuracy; b) recall. 
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Figure 6.  Relation scores for different fault types. a) gearbox; b) left axle box; c) motor.

Both still show surprising results in terms of recall and 
accuracy. In Fig.5, although the performance of the three 
positions varies slightly, they all basically stay above the 98% 
level. The overall accuracy and recall at the motor are even 
higher at over 99.8%. This also fully demonstrates the 
feasibility of the PRN model. There is basically no difference 
in this accuracy and recall images, which also demonstrates 
the superior performance of the PRN model in any health state. 

Fig.6 shows the relation scores output by the three parallel 
models under different fault types tested. The distribution of 
similarity scores is evaluated by observing the degree of 
shading transformation of the colors using color as a 
judgement criterion. In Fig.6, the bands in each health state 
are basically solid colors with no change. It clearly shows that 
the overall performance of the PRN in recognizing all fault 
types of the three components is superior, which indicates that 
the proposed PRN achieves excellent test results in TTS fault 
detection. For example, in the normal state of the gearbox, the 
relation scores are mostly output near 1, while the 
misjudgment tend to be near 0. This indicates that this model 
has a high level of discrimination for features. 

IV. CONCLUSION 

In this paper, a novel PRN-based TTS detection method is 
proposed. In the proposed method, targeted auxiliary sample 
libraries are constructed for each of the different components. 
RSN was constructed to extract useful features from health 
samples and ASL. Sample pairs are constructed to achieve the 
learning of similar relations. KAN was used as a relation 
network to determine the health state by outputting relation 
scores. The goal of the PRN method is to achieve accurate 
fault detection for the target without fault samples. We 
designed several detection tasks in the dataset under multiple 
types of faults in the TTS. Experimental results validate the 
effectiveness of the proposed PRN method. 
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